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 Dashboard: an “easy to read” display used to
convey actionable information

e Stakeholder specific
— Director

— Facilities Manager
— System Manager



Data Center High Level Inputs and Outputs

External Influences/Constraints (e.g. climate, weather .. )
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Director: High Priority Metrics

Total energy (kWh) of the HPC Center

Energy cost (S) of the HPC Center

Total power (kW) of the HPC Center

Total cost of ownership (S)

HPC system(s) utilization (%)

Total energy (kWh) of the HPC systems

Power usage effectiveness (index)

HPC system efficiency (workload* output/Watt)
*workload is site defined
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Facility Manager: High Priority Metrics

Maximum power (kW) of the HPC center

Cooling energy (kWh)

Total energy (kWh) of the HPC center

Cooling efficiency (kW/ton)

Maximum IT power (kW)

Water usage effectiveness (L/kWh)

Water cooling plant efficiency (kW/ton)

Water cooling plant load (btuh or ton)

Chiller power (kW) and energy (kWh)

Total IT energy (kWh)

Water cooling supply water temperature (degrees F or C)
Power usage effectiveness (index)

UPS input / output maximum power (kW)

Transformer input/output power (kW) and energy (kWh)




ESIF High Performance Computing Data Center Power Usage Effectiveness
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ESIF High Performance Computing Data Center Celsius
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System Manager:
High Priority Metrics

HPC compute system utilization (%)

IT systems (e.g., compute, storage, network) power (kW) and
energy (kWh)

Maximum IT power (kW)

Total IT energy (kWh)

Server virtualization (percent)

IT efficiency where workload is site defined (workload output/W)
Energy cost per workload unit of measure (kWh per unit, e.g.,
kWh/Flop)
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Looking forward...
e ERE andiTUE/TUE
e TUE/TUE
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https://www.surveymonkey.com/r/3HZY6FT

Future Metrics: TUE and iTUE

DRAFT Technical Requirements Document APEX 2020

LBNL, LANL, SNL
http://www.lanl.gov/projects/apex/_assets/docs/APEX2020 draft_tech_specs_v2.0.pdf

* Description of parasitic power losses within Offeror's equipment, such as
fans, power supply conversion losses, power-factor effects, etc. For the

computational and storage subsystems separately, give an estimate of the
total power and parasitic power losses (whose difference should be

power used by computational or storage components) at the minimum
and maximum ITUE, which is defined as the ratio of total equipment

power over power used by computational or storage components.
Describe the conditions (e.g. “idle”) at which the extrema occur.

Patterson M, Poole S, Hsu C, Maxwell D, Tschudi W, Coles M, Martinez D, Bates N, “ TUE, a new energy-efficiency metric applied at
ORNL's Jaguar”. Gauss Best Paper Award, ISC13 International Supercomputing Conference. Leipzig, Germany 2013.
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Insights:

e Dashboard elements are different for each
stakeholder and their importance might
change over time.

* Some elements (like Energy cost per workload
unit of measure) are more difficult to
measure.

e Some elements (like Total Cost of Ownership)
are more difficult to measure in ‘real-time.

e Some elements (like IT utilization) might be
individual to each system



Further discussion...

HPA\ZO].é HPC Power Management:

Knowledge Discovery

Home Keynote Agenda Lodging Committee Contact Us Past HPM Meetings

The Second Workshop on HPC Power Management: Knowledge Discovery

Thursday, August 25, 2016 9am - 5:30pm
Baltimore, Maryland

http://hpm.ornl.gov/
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Thank you!

http://eehpcwg.lInl.gov

natalie.jean.bates@gmail.com


http://eehpcwg.lbl.gov

Back-up
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Director:

High Priority Metrics and Frequency of Use

Ix/yr |1x/yr<x [1x/mo [Never,

or less [<1x/mo |[or more |rarely
Total energy (kWh) of the HPC Center 0% 0% 88%| 13%
HPC system(s) utilization (%) 0% 13% 88% 0%
Total energy (kWh) of the HPC systems 0% 0% 88%| 13%
Total power (kW) of the HPC Center 13% 13% 75% 0%
Energy cost (S) of the HPC Center 0% 29% 57%| 14%
Power usage effectiveness (index) 0% 38% 50%| 13%
HPC system efficiency (workload* output/Watt) 13% 13% 50%| 25%
Total cost of ownership (S) 50% 25% 13%| 13%

*workload is site defined
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Facility Manager:

High Priority Metrics and Frequency of Use

1x/yr or |1x/yr<x<|1x/mo |Never,

less 1x/mo |or more |rarely
Water cooling supply water temperature 0% 14% 86% 0%
Total energy (kWh) of the HPC center 0% 17% 67% 17%
Maximum IT power (kW) 17% 17% 67% 0%
Chiller power (kW) and energy (kWh) 0% 0% 67% 33%
Total IT energy (kWh) 0% 17% 67% 17%
Power usage effectiveness (index) 0% 17% 67% 17%
Maximum power (kW) of the HPC center 20% 20% 60% 0%
Cooling energy (kWh) 33% 17% 50% 0%
UPS input / output maximum power (kW) 0% 33% 50% 17%
Water cooling plant efficiency (kW/ton) 14% 0% 43% 43%
Transformer input/output power (kW) and 14% 29% 43% 14%
Cooling efficiency (kW/ton) 0% 33% 33% 33%
Water usage effectiveness (L/kWh) 0% 17% 33% 50%
Water cooling plant load (btuh or ton) 0% 17% 33% 50%
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System Manager:
High Priority Metrics and Frequency of Use

1x/yr |1x/yr<x |1x/mo [Never,
or less |<1x/mo |[or more |rarely
HPC compute system utilization (%) 13% 0% 88% 0%
IT systems (e.g., compute, storage, network) power (kW) and
energy (kWh) 13% 13% 63%| 13%
Maximum IT power (kW) 25% 0% 63%| 13%
Total IT energy (kWh) 0% 0% 63%| 38%
Server virtualization (percent) 25% 0% 50%| 25%
IT efficiency where workload is site defined (workload output/W) 14% 14% 43%| 29%
Energy cost per workload unit of measure (kWh per unit, e.g.,
kWh/Flop) 0% 13% 25%| 63%
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Sartor D, Mahdavi R, Radhakrishnan B, Bates N, et. al., “General Recommendations for High Performance Computing Data Center
Energy Management Dashboard Display™. 9th Workshop on High-Performance Power-Aware Computing Conference, held in
conjunction with the International Parallel and Distributed Processing Computing Symposium. Boston, MA 2013.

https://eehpcwg.linl.gov/pages/pubs.htm
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