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Energy Efficient High Performance Computing Working Group Survey Results 
Updated July 3, 2009 
Dale Sartor 
 

 43 people have responded (see list) – a high response rate 
 Over half (25) represent nine DOE laboratories 
 10 people offered to help organize activities of the working group and 8 of those were from DOE labs 
 The group is evenly split between Facilities personnel and IT and computing science personnel – some 

claimed multiple job functions.  4+ suppliers are represented and several claimed “other.” 
 All respondents agreed to share contact info (one dissenter agreed after a call) 
 E-mail and conference calls were the strong preferences for method of communication.  Webinars and 

a collaborative web space were neck-and-neck in third and forth place.   
 The most popular topics in order of preference (weighted): 

1. Energy efficient design guidelines and specifications for super computer centers 
Few volunteered to help but LBNL is working with FEMP to develop a design programming 
guide, and this will be shared with the Working Group. 

2. Best practices, case studies, and lessons learned in design of super computer centers 
This was a close second, but also got few volunteers.  NREL will be developing a best practice 
guide and LBNL will be developing a case study in 2009.  These and other lessons learned canned 
be shared perhaps via a webinar. 

3. Computer center (infrastructure) energy performance metrics and benchmarking  
This was a close third and had a number of volunteers to help.   

4. HPC/SC energy performance metrics and benchmarking 
Likewise this had a number of volunteers to help. 

5. SC09+ technical program (energy efficiency) 
While lower in priority, this topic had a strong showing of volunteers.  Therefore we will likely 
combine it with the SC09+ HPCC (also strong volunteer support) and form a sub-group.  

6. Improving software for energy efficiency 
A low preference and small number of volunteers will put this activity on hold for 2009. 

7. Market pull strategies (collectively influencing vendors) 
Likewise this topic will be on hold. 

8. SC09 HPCC (energy challenge) 
Combine with SC09+ technical program activity. 

 Therefore design guides, best practices, case studies and lessons learned will proceed without a sub-
group.  LBNL and NREL will host several conference calls and webinars for sharing among the 
working group. 

 Sub-groups will be formed for: 
1. Computer center (infrastructure) energy performance metrics and benchmarking 
2. HPC energy performance metrics and benchmarking 
3. Input to the SC09 and SC10+ conferences 

 54% of the responders didn’t feel we need a separate sub-group for users only 
 62% didn’t think we should affiliate with an industry organization 
 Of the three issues ranked, developing roles and responsibilities ranked highest by a large margin 
 91% favored being called Energy Efficient High Performance Computing (EEHPC) Working Group 

 
Next steps: 

 Conference calls to: 
1. Develop overall working group’s mission statement/charter, and identify roles and responsibilities 
2. Sub-group (3) conference calls to develop mission statement/charters and identify roles and 

responsibilities 
3. Add members as momentum builds (or is 43 enough?) 
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Responders/Working Group Members: (Please use list for Working Group business only) 
As of July 3, 2009 
 

Name: Affiliation: E-mail: Telephone: 

    

Travis Campbell AMD travis.campbell@amd.com 512-602-1000 

Pug Bainter AMD pug.bainter@amd.com 512-602-0364 

Troy Benjegerdes Ames Lab troy@scl.ameslab.gov 515-294-1943 

Jeff Sims ANL jsims@anl.gov 630-252-3515 

Ira Goldberg ANL i@anl.gov 630-252-8500 

Susan Coghlan ANL smc@alcf.anl.gov 630-252-1637 

Ray Bair ANL rbair@anl.gov 630-252-5751 

Sergi Girona Barcelona SC sergi.girona@bsc.es 34 93 405 4222 

Schaefer, Marc Berlin Inst of Tech marc.schaefer@tu-berlin.de 43(30)31425363 

Frank Behrendt Berlin Inst of Tech frank.behrendt@tu-berlin.de 49(171)5064911 

Chip Chapman Caltech CACR chip@cacr.caltech.edu 6263953725 

Tim Kasza Fermilab kasza@fnal.gov 630 840-2695 

Tahir Cader HP tahir.cader@hp.com 509-869-1277 

Robert Davis IBM rwdavis@us.ibm.com 845-433-8294 

Michael Patterson Intel michael.k.patterson@intel.com 503-712-3991 

Laura DiDio ITIC ldidio@itic-corp.com 508-887-9814 

Henry Martinez LBNL hmartinez@lbl.gov 510-486-6259 

Horst Simon LBNL hdsimon@lbl.gov 510-486 7377 

Gregory Bell LBNL grbell@lbl.gov 510-486-6817 

Dale Sartor LBNL DASartor@LBL.gov 510-486-5988 

Cary Whitney LBNL (NERSC) whitney@nersc.gov 510.495.2989 

Kathy Yelick LBNL (NERSC) kayelick@lbl.gov 510-495-2431 

Howard Walter LBNL (NERSC) hawalter@lbl.gov 510-486-5937 

Anna Maria Bailey LLNL bailey31@llnl.gov 925-423-1288 

Dan Reed Microsoft reed@microsoft.com 425-796-0689 

Mark Shaw Microsoft Research mshaw@microsoft.com 425 538-2273 

Gary New NCAR garyn@ucar.edu 303-497-1212 

Marijke Unger NCAR (CISL) marijke@ucar.edu 303-497-1285 

Steve Hammond  NREL Steven_Hammond@nrel.gov 303-275-4121 

Otto Van Geet NREL Otto_vangeet@nrel.gov 303-384-7369 

Jim Rogers ORNL jrogers@ornl.gov 865.576.2978 

Douglas B. Kothe ORNL kothe@ornl.gov 865-591-8252 

Buddy Bland ORNL BlandAS@ornl.gov 865-576-6727 

Ralph Wescott PNNL Ralph.Wescott@pnl.gov 509-372-6901 

Andres Marquez PNNL andres.marquez!pnl.gov 509-372-4457 

Carl J. Scimeca PPPL cscimeca@pppl.gov 609-243-3260 

Jud Leonard SiCortex, Inc jud.leonard@sicortex.com 978 897-0214 

Timothy McCann Silicon Graphics tmccann@sgi.com 715-726-8083 

John Steward SLAC johns@slac.stanford.edu 650-926-2897 

Richard P. Mount SLAC  richard.mount@stanford.edu 650 926 2467 

Dave Martinez SNL davmart@sandia.gov 505.844.6531 

Dallas Thornton UC San Diego dallas@sdsc.edu 858-534-8364 

Glenn Genzlinger UTC glenn.genzlinger@pw.utc.com 860-565-1654 
 




