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• Several places to improve energy efficiency. 
 

 
 
• Much focus on infrastructure, and good progress. 
• Next focus on system itself. 
• Accurate power breakdown needed to aim. 
 

Energy Efficiency of a System 

ITUE= total energy into the IT equipment
total energy into the compute components
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A System Architecture 
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Information courtesy of Rob Rongstad, Cray Inc. 



Power Breakdown of Jaguar 

For every Joule in compute, 0.5 additional Joules are needed  
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Power Breakdown of Jaguar 
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We Currently Have 
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Information courtesy of Rob Rongstad, Cray Inc. 



We Need/Want 
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Thank You! 


