
Environmentally-driven Energy 
Efficient Data Centers

Michael K Patterson, PhD, PE

Senior Power & Thermal Architect

Eco-Technology Program Office

Intel Architecture Group

November, 2010



2

Start from where you are…

•Understand the 
site

•Temperature ranges

•Humidity 
consideration

•Site specifics; 
constraints and 
opportunities

•Understand the 
building

•New construction

•Retrofit

•Expansion

•Space, airflow, 
cooling, power, 
weight

Don’t force it, take the best 
option available to you
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Examples of letting the site 
“choose for you” in retrofits….
• Site (A)

– Existing building available for re-use

– Part of an old semiconductor fabrication facility

– Extensive fans and air-handling equipment

• Site (B)

– Existing building available for re-use

– Empty space in an old assembly plant

– High capacity process cooling water system

• Site (C)

– Available trailers in the parking area

– Air-handlers suited for mixing with outdoor air (air-side 
economizer) 

– Moderate climate at altitude, dry, some high temperatures
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Air-cooled 30kW cabinets 
w/ chimney cabinets

Site (A)
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Liquid Cooled 30kW racks

Site (B)

Encanto, New Mexico’s Cluster

#32 on the Top500 list, Started at #5
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Air-side economizer
• Advanced air-side economization opportunity with 

good air-flow management

• Blades had 32C DT rise
• –If we assume 27C inlet then any time outdoor air is <59C, outdoor 

supply should be considered (need to also consider humidity and 
filtration impacts)

Site (C)
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Examples of letting the site 
“choose for you” in retrofits….
• Site (A)

– Existing building available for re-use

– Part of an old semiconductor fabrication facility

– Extensive fans and air-handling equipment

• Site (B)

– Existing building available for re-use

– Empty space in an old assembly plant

– High capacity process cooling water system

• Site (C)

– Available trailers in the parking area

– Air-handlers suited for mixing with outdoor air (air-side 
economizer) 

– Moderate climate at altitude, dry, some high temperatures

Site (A) & (B) & (C) are all in
Rio Rancho, New Mexico
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Data Center Overview – Site (C) 
•Two Rental Office Trailers converted to Data 
Centers
•Cold/Hot aisle isolation
•Low end DX cooling & controls with minimal 
filtration
•One closed loop standard with standard 
control set-points & One as an airside 
economizer, cooling only at 32C, no humidity 
control
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Test Set Up

•2 Year old servers 
from an Intel Data 
Center moved to the 
experimental Data 
Centers, run for a 
3rdyear

•8 Racks of blade 
servers, with 4 
chassis per rack in 
each space

•14 kW racks

•Operational 
Engineering 
Computing Data 
Center

•Utilization ~90%

•Standard Room

•–PUE = 2.23

•Air-side room in free 
cooling mode

•–PUE = 1.49
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Intel’s SC4 retrofit; cold aisle 
containment

14 - 22 kW Racks

6000 w/sq m of raised floor
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Liquid Cooled Racks

• Many shapes and sizes

• Applicable in retrofit data 
centers as well as new

• Ideal for extending 
legacy DCs where there 
is cooling, but limited 
airflow

Graphic courtesy of Knurr
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Image courtesy of SGI

Do you have:
Space? No. Airflow? No.
Power? Yes. Cooling? Yes
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Examples of “design for your 
environment” for new construction….

• Swiss National Supercomputing Centre

– Lugano, Switzerland

– long periods of warm humid weather

– advanced level of civic planning and a large, deep, cool lake: phase 
1-provide cooling water from the lake, phase 2 – provide heating 
water to the community (schools, swimming pool, district heating)

• Stanford

– Palo Alto, California

– reasonably cool, with low absolute humidity

• NCAR-Wyoming Supercomputing Center

– Cheyenne, Wyoming

– range of temperatures (cold to hot), but usually very dry

• Intel

– Hillsboro, Oregon

– Temperate climate, very dry when it’s warm



14

Scientific Research Computing Facility
Stanford University

Chiller-less data center, 
“Cooling PUE” = 1.06

Graphic courtesy of Stanford University
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NCAR-Wyoming Supercomputing Center

Graphic courtesy of H+L Architects & NCAR

http://www.nsf.gov/
http://www.ucar.edu/
http://www.ncar.ucar.edu/
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Design by Rumsey Engineers, Inc.

NWSC Cooling Plan
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Intel’s Jones Farm Data Center
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State-of-the-art air-flow management

• Best for new construction

• Very efficient when combined 
with economizer

• Self balancing, low fan energy

cold 
aisle

inside 
the hot 
aisle

over-head plenum 
return

hot aisle 
enclosure

• Entire space 
becomes the 
cold aisle

• Raised floor 
optional
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More resources…

•Airside Economizers

•ASHRAE Guidelines and Books

•Green Grid Tools

e-mail for references…
michael.k.patterson@intel.com
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Economizer resources

ASHRAE TC 9.9Patterson, M.K.
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Providing Industry Leadership
- ASHRAE TC9.9

http://tc99.ashraetcs.org/



22

2008 ASHRAE Environmental 
Guidelines

High Limit Low Limit

Temperature 27C (80.6F) 18C (64.4F)

Humidity Lower of 60% 
RH or 15C 
dewpoint

5.5C dewpoint

Opportunities for expanded temperature and 
humidity operation of data centers to allow less 
energy use in the cooling system; lowering PUE
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www.thegreengrid.org
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www.thegreengrid.org
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Remember to design to your site and 
situation, there is no single best design

• Evaluate your situation

• Consider Power

• Consider Climate

• Consider Building Constraints

– Space

– Airflow

– Cooling plant

• Higher level of IT and Infrastructure Integration

• Don’t try to force it…   or you may wind up with a 
system you don’t like at all
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Thank You!        Questions?


