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Telemetry Data - In Band vs Out of Band
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IB pathway 1
Tighter workload coupling
Performance concerns
Jitter concerns

Data Available

Detailed Profiling Data such as
component power, temp,
utilization

N

IPMI - Polled

Component Power/Temp/Fans
via sensors

Node Power/Inlet temp

REST/Redfish - Polled
Similar sensor data

AMESTER - Polled Host OS
Detailed tracing from OCC Main 05

Crassd - Pushed via web socket
Component temps and powers
pushed every X seconds Power

Alerts with Trip Limits Measurement
__________________________________ BMC ---------mn------------- hardware and
CPU GPUs
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Node

OO0OB pathway

Measure without affecting system performance
Time frame is more coarse (seconds vs ms)
Difficult to correlate to system jobs sections




O 00O NONUT AN WN

Power, performance, utilization
400+ total sensors (24 cores scales this up)

Measurement - In Band Sensors

40+ different types of sensor readings

Timestamped with the system timestamp (will be used by GPU as well).
Accumulator and update tag support for energy calculations

Min/max support - and clearing of min/max

4KB pushed up every 10ms

All sensors updated every 100ms
Read by the o/s, CSM, job profiler
In standard Im_sensor linux utjli

BMC/FSP

Host OS

FIELD SIZE DESCRIPTION

(BYTES)
gsid 2 Global sensor ID — assigned by its constructor
timestamp 8 64bit time base counter in the core. Resolution is 512MHz
sample 2 Latest sample of this sensor
sample_min 2 Minimum value since last OCC reset
sample_max 2 Maximum value since last OCC reset
CSM_sample_min 2 Minimum value since last reset request by CSM
CSM_sample_max 2 Maximum value since last reset request by CSM
profiler_sample _min 2 Minimum value since last reset request by profiler
profiler_sample max |2 Maximum value since last reset request by profiler
job_s_sample_min 2 Minimum value since last reset by job scheduler
job_s_sample_max 2 Maximum value since last reset by job scheduler
accumulator 8 Accumulator register for this sensor
update tag 4 Count of the number of 'ticks' that have passed between

updates to this sensor — used for time-derived sensors

Reserved 8

GPUs

Node
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AMESTER: Automated Measurement of Systems for Energy an
Temperature Reporting — Out of Band

» Sensor data collection Ble Tools Help
— Whole system power measurement s | o | .
Component power on POWER: Processor __ nare i ot ok
Functions  |myfsp 9117-MMB s56a.austin.ibm.com up
Vdd, Memory, 10, Storage, Fans N I -
- Core: temperature, frequency, utlization, gy om0 .ox
memory bandwidth, instructions per second. Gear minmax | Selectsensars | select conns | TFS32HS
— Histograms sensorname value [X 2222 -@- 1PS32M8
Graph |FREQIMSPO 3892 MHz P T
= 500 ps tracing into 8KB buffer Graph | FREQ1MSP1 3892 MHz | (15,000 {.
— E.g.1 sensor for 1 second lesms 810.20 MIBS | || 1000
Graph | PWR1MS 751.80 W 0 : . : . |
» 2 ms tracing into 8KB buffer _Graph | PUR1MSMEMO E0.000 000 aanen 3000
— E.g. 1 sensor for 8 seconds o |wetnesueiy o
Graph | PWR1MSPO 171.10 w —
= Amester is a Tcl interpreter | e | 2l 19880 W || 200 @ PRt
AII f t fA t b . t d b Graph TEMP32MSPO 36 C E
— unctions of Amester can be scripted by S sac ||l
Tcl scripts Graph | TEMPAMBIENTIN 26 C
— Data library to collect and graph user data UTIL32MS 16,840 % | || 17
— Output to CSV file for import into Excel or m"ommpo"“ 1281.3 mv 50
VOLT1MSPOV1 1306.3 mV
Matlab Graph | VOLT1MSP1VO0 1250.0 mv 0
h  |[vOLT1MSP1V1 1300.0 mv | | 32000 34000 36000
N | |/ Time
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Cluster RAS Service Daemon (crassd) E=

Service Node

Ibm-crassd
Service

User collects
whatever it
needs for its
specialized
purposes. Data
is hosted on a
socket

User

v
Pump

controller,
Prometheus,
etc.
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Ibm-crassd plans to
aggregate data into 1
hour max, min, average
Ibm-crassd sends these
aggregated values to BDS

ibm-crassd uses web sockets
BMC pushes sensors every 1s
Only collect changed sensors
to reduce bandwidth

CPU temps, Dimm temps, Fan

power, VRM currents, throttled

Can use trip limits

Compute
Nodes
(300+)

BMC

CSM

Storage Node

Big Data Store
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CSM collects sensor data every 10 min from
the os using via a shared memory read
Read CPU, GPU, Memory Temps, throttled
Read CPU, GPU Energy Consumption

CSM puts sensor data into BDS

Main

Memory

|
1
1
1
1
[ occ N ——— CPUS

Host OS




Example Output from AC922 using ibm-crassd
and Netdata

my-netdata ~ launchgr A Alarms £ Settings & Update




PowerAPI| inclusion —

User Console or BDS or Sys Admin. Wherever the data is going
to be consumed for Telemetry or for taking cluster level actions.
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HPC PowerStack High Level Flow

@ Sub Module #1...

Policies , . -
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