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This document contains information on products in the design phase of development. 

 INFORMATION IN THIS DOCUMENT IS PROVIDED IN CONNECTION WITH INTEL PRODUCTS. NO LICENSE, EXPRESS OR IMPLIED, BY 
ESTOPPEL OR OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. EXCEPT AS PROVIDED 
IN INTEL'S TERMS AND CONDITIONS OF SALE FOR SUCH PRODUCTS, INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL 
DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO SALE AND/OR USE OF INTEL PRODUCTS INCLUDING LIABILITY 
OR WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, 
COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT. 
 
UNLESS OTHERWISE AGREED IN WRITING BY INTEL, THE INTEL PRODUCTS ARE NOT DESIGNED NOR INTENDED FOR ANY 
APPLICATION IN WHICH THE FAILURE OF THE INTEL PRODUCT COULD CREATE A SITUATION WHERE PERSONAL INJURY OR 
DEATH MAY OCCUR. 
 
Intel may make changes to specifications and product descriptions at any time, without notice. Designers must not rely on the 
absence or characteristics of any features or instructions marked "reserved" or "undefined." Intel reserves these for future definition 
and shall have no responsibility whatsoever for conflicts or incompatibilities arising from future changes to them. The information 
here is subject to change without notice. Do not finalize a design with this information.  
 
For more complete information about performance and benchmark results, visit Performance Test Disclosure 

 The products described in this document may contain design defects or errors known as errata which may cause the product to 
deviate from published specifications. Current characterized errata are available on request.  
 
Contact your local Intel sales office or your distributor to obtain the latest specifications and before placing your product order.  
 
Copies of documents which have an order number and are referenced in this document, or other Intel literature, may be obtained by 
calling 1-800-548-4725, or go to:  http://www.intel.com/design/literature.htm 

See the Processor Spec Finder at http://ark.intel.com or contact your Intel representative for more information. 

 Intel , Xeon, Enhanced Intel  SpeedStep Technology and the Intel logo are trademarks of Intel Corporation in the U.S. and other 
countries. 

 *Other names and brands may be claimed as the property of others. 

 Copyright © 2014, Intel Corporation. All Rights Reserved. 
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Power-performance expectations for future 
supercomputers 
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Power-performance expectations of future Supercomputers 

Performance expected to grow at exponential 

scale while power has to be flat 

With growing  demands  facility 

may not get all the power asked for 

Copyright © 2014, Intel Corporation 

P
e
rf

o
rm

a
n
c
e
  


 



PEG/EEPE 

4 

Power-performance expectations for future 
supercomputers 

X 

X 

Milky Way2 

~20MW 

<20MW 
<20MW 

~20MW 

Trinity 

CORAL 

Exa-Scale 

10 

100 

1000 

2013 2015 2018 2020 

Future Supercomputers:  
Allocation of power will be limited and dynamic 

Power-performance expectations of future Supercomputers 

Performance expected to grow at exponential 

scale while power has to be flat 

Facility 

Demand/ 

Response 
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Power Challenges and Opportunities 
Not just HPC 

Growth in demand for power in all datacenters 

 More servers using high performance processor  more power 

Cloud usage model 

 Virtualized servers with capacity on demand 

 Ability to shift load geographically 

Opportunities 

 Precision in demand (Low excess or “over  Demand”) 

 Improvement in energy efficiency  lower demand 
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HPC systems may get more power   
if other datacenters are less conservative 
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Role for demand response 

Use of Demand Response 

 Minimize the “over” demand 

 Monitor and track use of energy 

 Optimize scheduling of work 

 Efficiency and pricing 

 Optimize pricing 

 Use incentive programs 

» Most incentive programs are unused 

 Peak pricing control 

» Role of local production of energy 

 Real time pricing 
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Demand-Response key to “right size” the provisioning  
and reduce cost 



PEG/EEPE PEG/EEPE 

7 

Challenges for adoption 

Control systems 

 Optimized control to comprehend local demand, local generation of 
energy and allocation by utility 

 

 Industry standard interfaces 

 Ease of use and interoperability 

 External facing interface  

 Defined and developed by industry  

 Monitoring and control interface  

 Data Center Infrastructure Management (DCIM) 
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Interface needs automated controls to feed the right information 
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The Green Grid: A key enabler 

 The Green Grid 

 International organization focused on end to end resource efficiency 

 Vendor neutral – ~200 members 
 Several examples of competing vendor driving for better solutions 

 Focused on technical matters: metrics, how to, BKMs  

 Followed by vendors, industry, policy makers and governments 

 Good place to drive wider deployment of Demand-Response 
 Workgroups focused on Utility and DCIM 

 Example: Power Usage Effective (PUE) 

 Not a measure for efficiency but led to improving efficiency 
 Green Grid Data center maturity mode (DCMM) 

 PUE: Product impact, Influenced designs & processes for datacenter 

 Most data centers implement monitoring 

 Many improved PUE from over 2.0 to sub 1.5. 
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Summary and Call to actions 

Right size of demand/allocation will benefit everyone & HPC 

Must use Industry standards for interfaces 

 Internal and external 

 Easy to implement  

 Allow interoperability 

Green Grid provide venue to build the momentum 
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