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1.A. Datacenter Market Drivers and Trends

Total cost of ownership and environmental footprint

Servers used 330 TWh of electrical energy: €25bn or 2% of the
electricity production (2009).

ICT industries carbon emission as aviation.
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1.B. Energy-Consumption Issues (and Thermal Issues):
propagate through hardware levels
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Energy Consumption of Transistor (Leakage Current)

Table PIDS2 High-performance Logic Technology Requirements

Year of Production 2009 2010 2011 2012 .

MPU/ASIC Metal 1 (M1) % Pitch (nm) 54 45 38 32

L, Physical Lgate 29 27 24 22

e

Equivalent Oxide Thickness (nm)

Extended planar bulk 1 0.95 0.88 0.75

UTB FD

MG
Maximum gate leakage current density (kA/cm ?)

Extended Planar Bulk 0.65 0.83 0.9 1

UTB FD

MG

V a: Power Supply Voltage (V) [8]

P bulk/UTB FD/MG | 1 | o097 | o093 | o9 | o087 | o8 | o081 |

m International Technelogy Readmap for Semiconduelors
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Energy Consumption of Datacenter

APC, Whitepaper #113 (2010)

= Air-cooled datacenters are inefficient. Typical cooling needs as
much energy as IT equipment and both are thrown-away.

= Provocative: datacenter is a huge “heater with integrated logic.”

= For a 10 MW datacenter €2m—€3m is wasted per year.
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2. Zero — Emission Datacenter Concept

a. Micro-channel liquid coolers
b. Heat exchanger
c. Waste-heat utilization

Water pump

CMOS 80°C

Uriall'-ﬂnnr heating

Outilow
65°C

\

Water 60°C

Hotwater Cooling for Energy-Hungry Datacenters | Towards a Zero — Emission Datacenter © 2011 IBM Corporation




IBM Research — Zurich

Energy and Emission of Conventional Datacenter

Low-grade heat Heat wasted

Power Station
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Zero — Emission Datacenter (CO, < 15 % net)

Heat re-used

Power Station
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Comparison: Water Cooling vs. Air Cooling

Water Cooling: Air Cooling:
1. High heat capacity 1. Low heat capacity
¢y~ 1 Wh/(L-K) ¢, ~ 0.0003 Wh/(L-K)
2. Low thermal resistance 2. High thermal resistance

AT =R,-q" AT =R,-q"

R, = 0.1 Kcm?/W R, =1 Kcm?/W

g = 50—-100 W/cm? g = 50—-100 W/cm?
AT~5-10K AT~50-100 K

© 2011 IBM Corporation
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3. Zero — Emission Datacenter Prototype

HPC Cluster at ETH Zurich, “Aquasar”

’l"’.,’ / .

. -t
‘"‘H-._\_ = i T

Energy consumption
reduced by

up to 40%

Direct use of waste heat : Sk ~ World record in facility-level
cuts CO, emissions by g : o efficiency in TFLOP/gCO,

up to 85% - . -
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Water-Cooled IBM BladeCenter QS22
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IBM BladeCenter 1: 4.2 kW
Blades: 3.4 kW
Auxiliary: 0.8 kW 8 6 kW Supply Water: 56.6°C

IBM BladeCenter 2: 4.3 kW 6 8 kW Return Water: 59.5°C 5 . 8 kW
| ]

Blades: 3.4 kW )
Auxiliary: 0.9 kw Water Flow: 28.6 L/min

Hydraulic Module: 0.1 kW

Energy Recovery
Water-Cooled System

67%
85% @

Save New Set

Built with IBM Mote Runner Technology,
Done
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4. Leibniz Rechenzentrum, Garching, Germany
SuperMUC: Warm-Water Cooled 3 PFLOPS System

il
Tael]]

1Q12—2Q12: ~10000 IBM System x iDataPlex Water Cooled dx360 M4 lrz_
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Hybrid Datacenter w/ Direct Water Cooled Nodes

Highly energy-efficient hybrid-cooling solution:
— Compute racks

— 90% Heat flux to warm water
— 10% Heat flux to CRAH
— Switch / Storage racks

— Rear door heat exchangers

Compute node power consumption reduced ~ 10% due to lower
component temperatures and no fans.

Power Usage Effectiveness P,/ P,;: PUE ~ 1.1

Heat recovery is enabled by the compute node design:
Energy Reuse Effectiveness (P, — Preuse) / Pi7: ERE ~ 0.3

Reuse
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IBM System x iDataPlex Water Cooled dx360 M4

= Heat flux > 90% to water; very low chilled water requirement.

= Power advantage over air-cooled node: warm water cooled ~10%
(cold water cooled ~15%) due to lower T and no fans.

=18 — 45°C.

components

= Typical operating conditions: T, =25-35°C, T

water
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5. Main Messages / Outlook

= Technology exists to design Zero — Emission Datacenter:

Hot-water cooling & Waste heat utilization

= Business value / opportunity

— Low-carbon pioneers “world-record TFLOP/gCO,”

Energy cost reduction

Performance increase

= What is next?
IBM System x iDataPlex Water Cooled dx360 M4

Supercomputing SC11 Seattle, November 12-18, 2011:

Node at IBM booth
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IBM Team

= Aquasar
— IBM Research — Zurich

— IBM Germany Research & Development

= |BM System x iDataPlex Water Cooled dx360 M4 and
SuperMuUC
— IBM Systems & Technology Group

— |IBM Research — Zurich
— IBM Germany

© 2011 IBM Corporation
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Roadmap: 3D CMOS integration and Heat Removal

3D CMOS integration requires (scalable) interlayer liquid cooling
= Challenge: isolate electrical interconnects from liquid

= Experimental heat removal on test vehicle 180 W/cm? per layer
(extrapolated 7.2 kW from 10 layers with 4 cm?)

© 2011 IBM Corporation
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PERSPECTIVES

ENGINEERING
The information technology industry is

COOI i “g E “e rgy- H u ng ry Data cente rs focusing on approaches to hot-water cooling

for the design of energy-efficient data centers.
G. I. Meijer

oon after the Internet ook off in the
mid-1990s, enterprise computing

infrastructures with warehouses full of

servers, known as data centers, became com-
monplace. The encrgy consumption chal-
lenges posed by such datn centers are consid-
exable, The power dissipation of servers has to
be managed skillfully, Perhaps swrprisingly,
the power consumption of the cooling infra-
structure that is regpured 10 keep the micro-

I i from overh i
on a par with that of the servers themselves.

sixtors, beakage curnents Consume mone power
than the scnmal computational processes. To
alleviate this burden. new materials were
introsduced i the Late 20005, Mast notably. the
replacement of the Sk, gate oxide, which is
only a few atomic lnyers thick, with a physi-
cally thicker layer of & hafnium-based oxide
enabled an apprecinble reduction of the gate

i hil ining the elec-

the electricity consumption currently goes
toward powering this cooling infrastructure.
It thenefore appears ironic that Mooee’s law (o
projection of microprocessor performance ) i
widely known and often cited while increas-
ingly entical physical lows of thermodynam-
ies receive Intke popular attention,

The first low of thermodynamics states
b LT i

trcal performance of the trnsistor 5, 4). Nev-
ertheless, keeping the gate beakage power per
umit arca bebow | kW em ¥ will remain a par-

that is supplied 1o the computer system is
evemually emtirely converted into thermal
energy. The standard method to remove this

Heat generation and cooling
in the data center. (A) Trans-
mission electron microcopy
image of a transistor. Heat is pri-
marily generated near the gate
oxide (marked red). (B) Cross-
section of microprocessor mod-
ule with air-cooled heat sink.
Area in red indicates location of
microprocessor. (C) Cross sec-
tion of microprocessor module
with liquid-cooled microchannel

heat sink.
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20 nm

froan regulators (2,3

The inform echnology industry
therefore needs eff s concepls o reduce
the energy consumption of data centers. The
key culprits are the server micnoy .

energy consumprion and carbon footpring?
For the newest members of micropro-
cessor families, sophisticated circuit archi-
tectures have been introduced, which allow
the power pssociated with computational

or more precisely, the trinsistors inside these
microprocessors (see the figure, panel A).
Currently, transistors with 45-nm katernl fea-
tures are in volume production, and the pace
of minixurization continues unabated (4). tis
a formidable challenge to keep the power dis-
tion of these t tors within acceptabl
limits. With shrinking dimensions of the ran-

I1BM Revearch-Zurich, 8803 Rischlibon, Switzerlnd,
E-mail: inmghaurich. ibm com

16 APRIL 2010 VOL 328 SCIENCE

processes and also the leaknge power to be
adapted ( 7, £). The microprocessor frequency
can be adjusted and circunt blocks can be tem-
porarily powered down completely when not
n s, These innov
ings for o computation
Tursts or that is bownd to memory latency or
input/outpar aperations.

An altemative approach is to tackle the
problem at the cooling infrastruciure (¥).
Approximately 30% (industry average) of

Published by AAAS

energy consumption of a computing facil-
ity i liquid cooling. The reason is that ther-
modbynamically lguid cooling is much more
efficient than air cooling because the heat
capacity of liquids is orders of magnitude
larger than that of air (for example, for water
itis 4 MIm' K" versus | kJm"* K for
air). Once the hea has been transferred 10
the lhguid, it can be handled very efficiently.
Critics of liguid cooling might comend that
itcomes at the price of increased mechanical
complexity. True, but this can be managed as
computers were once equipped with Tiguid
cooling when the power density of bipalar-
transistor-hased compater systems reached
its peak during the 19805, For example. the

www.sciencemag.org
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