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Assessment tools

LBNL is developing tools to assist in performing energy
assessments in data centers. This activity is sponsored by the
Department of Energy under the Save Energy Now program -
the tools are available for public use.

The Green Grid organization is collaborating and providing
content for the IT portions of the tools.

An assessment process is described along with a suggested
report format.

The assessment tools are collectively called DC Pro.
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DOE tool suite: DC Pro

e Profiling Tool: profiling and tracking

— Establish PUE baseline and efficiency potential
(few hours effort)

— Document actions taken
— Track progress in PUE over time
e Assessment tools: more in-depth site assessments
— Suite of tools to address major sub-systems
— Provides savings for efficiency actions
— ~2 week effort (including site visit)
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DC Pro tools

e Performance of systems (infrastructure & IT) compared to benchmarks

High Level Profiling Tool

e Overall energy performance (baseline) of data center

e Prioritized list of energy efficiency actions and their savings, in terms of energy
cost (S), source energy (Btu), and carbon emissions (Mtons)

e Points to more detailed system tools
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IT Module
e Servers

e Storage &
networking

e Software

Cooling
e Air handlers/

conditioners

e Chillers, pumps,

fans

e Free cooling

Air

Management

¢ hot cold

separation

e environmental

conditions

Electrical
Systems

e UPS

e Transformers
e Lighting

e Standby gen.

On-Site Gen
e Renewables

e use of waste
heat
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Online profiling tool

INPUTS
e Description
e Utility bill data
e System information
- T
— Cooling
— Power

— On-site gen

OUTPUTS

e Overall efficiency
(PUE)

¢ End-use breakout

e Potential areas for
energy efficiency
improvement

e Overall energy use
reduction potential
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Data Canter Ensregy Praciitionsr Trainine

Overview of DC Pro Profiling Tool

On-Line Profiling Tool: Profiling and tracking

e Establish PUE baseline and efficiency potential
(few hours effort)

e Document actions taken
® Track progress in PUE over time



Daiza Canizr Enzsrgy Praciitionzar Trainine

Profiling Tool: Walk-Through (Step-by-Step)

www.eere.energy.gov/datacenters

The following slides step through the screens of the
tool.


http://www.eere.energy.gov/datacenters
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Logging In
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Step 1: Case Information



Data Ceanter Enargy Praciitionsr Trainine

Step 1: Case Information (continued)

Click on
this icon

for a
ToolTip
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Step 2: Energy Use
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Data Ceanter Enargy Praciitionsr Trainine

Step 2: Energy Use (continued)
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Data Ceanter Enargy Praciitionsr Trainine

Step 3: Production Information (optional)
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Step 4: Supplied Energy
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Data Ceanter Enargy Praciitionsr Trainine

Step 5: Energy Use Distribution (optional)

15



Summary Report providing the following information:

Data Canter Ensregy Praciitionsr Trainine

Step 6: Results

Case Information
Annual Energy Use

Potential Annual Energy Savings & DCIE
Benchmarking

Potential Annual CO2 Savings
Suggested Next Steps
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Step 6: Results
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Data Ceanter Enargy Praciitionsr Trainine

Step 6: Results (continued)
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%3 DCPro Report - Berkeley Lab

File Edt ‘iew History Bookmarks Tools Help
<4: - - @ ﬁ L1 http:fdepro. ppe.comDCProReport. aspxrSkep=EC OMDRscreen=2 v | = '
ey S
County Carroll County
State Georgia

Suggested Next Steps

Energy
Management

Potential Annual Savings

IT Equipment

Environmental
Conditions

IT Equipment

Power Chain Global Action

Air Management

Cooling Plant Lighting

& low air temperature rise across the data center and/or IT equipment intake temperatures outside the recommended
Ecoa1 Consider air-Management range suggest air management problems. & low return temperature is due to by-pass air and an elevated return
T Imeasures temperature is due to recirculation air. Estimating the Return Temperature Index {RTI) and the Rack Cooling Index (RCI)
will indicate if corrective, energy-saving actions are called for,
& low supply temperature makes the chiller system less efficient and limits the utilization of economizers, Enclosed
EC. 4.0 Consider increasing the supply larchitectures allow the highest supply temperatures (near the upper end of the recommended intake temperature
T fkemperature range) since mixing of hot and cold air is minimized. In contrast, the supply temperature in open architectures is often
dictated by the hottest intake temperature.
IT equipment manufacturers design their products to operate reliably within a given range of intake temperature and
humidity. The temperature and humidity limits imposed on the cooling system that serves the data center are intended
. to match or exceed the IT equipment specifications. Howewver, the temperature and humidity sensors are often integral
Place temperature/humidity . . . . e ; i
e to the cooling equipment and are not located at the IT equipment intakes. The condition of the air supplied by the
EC.4.4 |sensors so they mimic the IT ) . A . . ! . ; . .
: . o cooling system is often significantly different by the time it reaches the IT equipment intakes. It is usually not practical
equipment intake conditions ) ! h ) h .
to provide sensors at the intake of every piece of IT equipment, but a few representative locations can be selected.
adjusting the cooling system sensor location in order to provide the air condition that is needed at the IT equipment
intake often results in more efficient operation,
Temperature sensors generally have good accuracy when they are properly calibrated (+/- a fraction of a degree), but
they tend to drift out of adjustment over time. In contrast, even the best humidity sensors are instrinsically not very
precise (+/- 5% RH is typically the best accuracy that can be achieved at reasonable cost), Humidity sensors also drift
Recalibrate temperature and  |out of calibration. To ensure good cooling system performance, all temperature and humidity sensors used by the
EC. 4.5 - . T . . .
humidity sensors control system should be treated as maintenance items and calibrated at least once a year. Twice a year is better to
begin with, after a regular calibration program has been in effect for a while, you can gauge how rapidly your sensors
drift and how frequent the calibrations should be. Calibrations can be performed in-house with the proper equipment, or
by a third-party service,
CRACACRAH units are typically self-contained, complete with an on-board contral systerm and air temperature and
Network the CRAC/CRAH humidity sensors. The sensors may not be calibrated to begin with, or they may drift out of adjustment over time. In a
EC. A6 Contrals data center with many CRACS/CRAHS it is not unusual to find same units humidifying while others are simultaneously
dehumidifying. There may also be significant differences in supply air temperatures, Both of these situations waste
energy. Controlling all the CRACsS/CRAHS from a common set of sensors avoids this.,
C_Dn;lde_r dlsabll_ng o Tightly controlled humidity can be wery costly in data centers since humidification and dehumidification are involved, a
eliminating humidification : P L i o ) g ; S
EC.4.8 . wider humidity range allows significant utilization of free cooling in most climate zones by utilizing effective air-side
controls or reducing the . " . ) ;
e ) ) economizers, In addition, open-water systems are high-maintenance items.
hurnidification setpoint
) ) ) Most modern IT equipment is designed to operate reliably when the intake air humidity is between 20% and 80% RH.
Consider disabling or ) : - . S oz : !
P - . Howewer, 55% RH is a typical upper humidity level in many existing data centers. Maintaining this relatively low upper
eliminating dehumidification S e i . ; ; o
EC.4.9 : ) limit comes at an energy cost, Raising the limit can save energy, particularly if the cooling system has an airside
controls or increasing the . ! L : -z S ;
Hehumidification sstpaint economizer, In some climates itis p_Dssn_JIe ta maintain an acceptable upper limit mthuut_ever needed to actively
dehumidify. In this case, consider disabling or removing the dehumidification controls entirely.
rMost humidifiers are heat based; ie, they supply steam to the air stream by boiling water, Electricity or natural gas are
comrmon fuel sources, The heat of the steam becomes an added load on the cooling system. An evaporative humidifier
EC.4.10/Change the type of humidifier Juses much less energy. Instead of boiling water, it introduces a very fine mist of water droplets to the air stream. When
set up properly the droplets quickly evaporate, leaving no moisture on nearby surfaces, This has an added cooling
benefit, as the droplets absorb heat from the air as they evaporate.

Previous | Save &k Continue |

blide 19

W



Daiza Canizr Enzsrgy Praciitionzar Trainine

Contact Information for the DC Pro Tool Suite

Paul Mathew, Ph.D.

Lawrence Berkeley National Laboratory
510-486-5116

pamathew@]Ibl.gov

DC Pro Support
dcprotechsupport@ppc.com
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Contact information:

Bill Tschudi, P.E.

Lawrence Berkeley National Laboratory
Applications Team

MS 90-3011

Lawrence Berkeley National Laboratory
Berkeley, CA 94720

WEFTschudi@LBL.gov
(510) 495-2417
http://hightech.LBL.gov
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Questions? - Discussion

Thank you for attending
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